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This paper introduces MorphOS, an extensible networked operating system that addresses the runtime inflexi-
bility of unikernels for dynamic, stateful network-intensive applications like Virtual Network Functions (VNFs).
While unikernels offer superior performance and minimal resource overheads, their traditional update mech-
anisms require costly rebuilds and restarts, leading to service disruption and state loss. MorphOS addresses this
by integrating eBPF to enable dynamic, verified code execution for seamless updates to packet processing logic.
It employs an out-of-band verification service to offload computationally intensive verification tasks and utilizes
hardware-assisted memory isolation (Memory Protection Keys) for enhanced execution hardening. Our evalua-
tion of MorphOS with four VNF implementations demonstrates significant benefits: MorphOS drastically reduces
reconfiguration time, effectively amortizes verification costs, and achieves up to 3 better performance compared
to Linux-based VNF deployments, all while preserving the inherent lightweightness of unikernels. MorphOS
thus paves the way for adaptable, efficient, and state-preserving networked applications in cloud environments.
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1 Introduction

Operating Systems (OSes) are the cornerstone that provides a performant and reliable platform to fast
networked applications [22, 47, 63, 64, 67, 83, 116]. Several studies optimize OSes and network stacks
to improve performance for serverless [64, 109, 113], Virtual Network Functions (VNFs) [12, 45, 89],
and instance chaining [85, 93, 114]. Recently, unikernels [64] have gained attention as a promising
approach among them [57, 67]. Unikernels are specialized operating systems designed to run in cloud
environments and target a single application. Unikernels expose more low-level OS primitives to appli-
cations than general-purpose OSes, enabling applications to assemble, e.g., network stacks that are op-
timal for their specific workload. By optimizing its components at compile time, unikernels enable high
performance, reduce image size, and offer rapid boot-up times, making them a compelling option for
cloud deployments. This holds particularly true for performance-critical VNFs [9, 15,42, 60, 88, 98,101]
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that offer a paradigm shift from traditional, hardware-centric network infrastructure to agile, scalable,
and software-defined network functions running on OSes, e.g., in cloud virtual machines (VMs).

However, unikernel-based applications inherently face significant limitations in terms of recon-
figuration and extensibility [71]. Changing processing logic requires rebuilding and redeploying
not only the application but the entire unikernel. Although unikernels realize faster boot times than
traditional VMs, rebooting results in losing all state, which may lead to interruption of connections
or introduce a non-negligible performance overhead in the case of VNFs [67, 71]. Applications such
as state-of-the-art VNFs attempt to mitigate the lack of OS-level reconfigurability with runtime
parameters and configuration. However, such approaches pay for the gained flexibility with increased
runtime-complexity and hence performance [33, 43].

To that end, we ask the following question: Can unikernels provide a generic mechanism for net-
worked applications to enable flexible live-reconfiguration while maintaining performance and safety
properties?

To address this question, we propose MorphOS, a novel extensible networked operating system de-
signed to overcome the runtime inflexibility of unikernels. Our key insight is that a satisfactory recon-
figuration mechanism must expose control flow and state management capabilities. MorphOS is first
to introduce verified and JIT compiled eBPF programs to the world of unikernels (MorphOS eBPF run-
time), realizes OS abstractions for applications to leverage eBPF for flexible live-reconfiguration (Mor-
phOS hookpoints), and offers a modular high-performance network stack that integrates with hook-
points (NetStack). We build upon eBPF programs [68] as a suitable foundation for MorphOS because
it has a well-established ecosystem of fast execution environments and safety mechanisms [19, 39].

To provide safe reconfigurability to applications, MorphOS overcomes three key challenges im-
posed by unikernels. First, existing application-level reconfiguration mechanisms are often limited in
scope and lack sufficient programmability. The traditional approach of recompiling and redeploying
unikernel applications not only disrupts service but also results in the loss of critical runtime state.
With MorphOS, applications leverage eBPF hookpoints (§ 5.1) to make algorithms and decisions fully
programmable and live-reconfigurable while retaining runtime state (§ 5.3). Second, the single-address-
space nature of unikernel-based applications risks a surge in outages triggered by the insertion of
faulty eBPF programs. Unfortunately, verifiers are not suitable for integration into lightweight uniker-
nels. MorphOS proposes an out-of-band verification service (§ 5.4) to enforce the correctness of the
eBPF programs while maintaining fast reconfiguration times and the lightweightness of the uniker-
nel. Third, unikernels reduce the amount of safety isolation compared to traditional multi-tenant
OSes. However, such isolation is necessary because the complexity of automated verification makes
eBPF verifiers error-prone and unfit to enforce safety guarantees. MorphOS, therefore, introduces
alightweight hardening technique for unikernels based on Memory Protection Keys (MPK) available
with all x86 CPU vendors (§ 5.5) that is optimized for data-intensive eBPF environments such as VNFs.

We implement MorphOS on top of Unikraft [55] and adapt the Prevail [39] verifier to offer an
out-of-band verification service. We integrate the Click [67] modular router with MorphOS APIs
to build a set of reconfigurable and eBPF-driven VNF prototypes called MorphClick: a forwarder,
a firewall, Deep Packet Inspection (DPI), and Network Address Translation (NAT). In our evaluation,
we compare these eBPF implementations with native implementations on Unikraft and Linux. We
evaluate MorphOS across three dimensions: lightweight reconfigurability (§ 8.1), correctness and
safety (§ 8.2), and performance (§ 8.3). The results show that MorphOS reduces reconfiguration times
while maintaining the lightweightness of unikernels. The MorphOS correctness verification cost
amortizes over time, and MPK-based safety hardening is effective at the cost of 25-41ns of processing
added per packet. MorphOS is 1.6X-3.0X as fast as Linux while eBPF can hurt ({10%, NAT) but also
benefit (118%, IDS) performance compared to native implementations. All of our code is available
at https://github.com/TUM-DSE/MorphOS.
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Contributions. MorphOS makes the following contributions:

o eBPF for unikernel applications: MorphOS brings fast eBPF execution environments to
unikernels via JIT compilation to tackle their lack of reconfigurability.

e Verification with unikernels: MorphOS introduces an out-of-band verification service as
an eBPF verification model applicable for lightweight unikernels and suited to replace runtime
checks of eBPF interpreters.

e eBPF hardening for unikernels: MorphOS proposes a hardware-assisted lightweight isola-
tion mechanism suited to harden the safety of eBPF programs in unikernels against verifier bugs.

2 Background: OS Architectures for Network Stacks

Network stacks handle a wide variety of tasks and consist of three components: device drivers,
protocol layers, and application interfaces. Network stack architectures in kernels, userspace, and
unikernels differ significantly in terms of design, performance, and flexibility (see Table 1).

Kernel and user space stacks. Kernel- Feature [ Kernel Stacks Userspace Stacks  Unikernels
based stacks tightly integrate all three  Performance Low High Specialized
components with each other and ex-  Flexibility Low High App-OS codesign
pose rich functionality to general- App types |General-purpose High-performance Cloud-native
purpose applications, e.g., via stan- Table 1. Comparison of network/driver stacks.

dard POSIX interfaces [31, 95]. However, traditional kernel stacks suffer from performance overhead
due to expensive event handling (interrupts, sockets), context switches, and page table invalidations
that occur for every system call [11, 26, 55]. Userspace stacks such as DPDK [5] bypass kernel limita-
tions such as customizability and replace eventing with polling. They support high-performance
workloads, including Software Defined Networking (SDN) [7, 8, 35, 43, 90] and Network Function
Virtualization (NFV) [9, 33, 47, 50, 79, 82]. However, userspace stacks still run on traditional kernels,
which slows down interrupts [48], limits hardware-software co-design for kernel-managed resources
(e.g., IOMMU, page tables) [59, 119], and prevents fine-grained cooperative scheduling [49, 92].

Unikernel stacks. Unikernels, such as MirageOS [64], OSv [53], and Unikraft [55] are specialized
OSes designed for cloud virtualized environments. Unikernels embed themselves, including the
network stack, directly into the application as a library. By replacing system calls with library calls,
unikernels enable additional compile-time optimizations and promote the co-design of network stack
functionalities. Consequently, unikernels’ performance and lightweightness reduce the attack surface,
improve resource efficiency, and shorten boot times, making them well-suited for cloud-native apps
such as VNFs and microservices [63, 65]. To support the need for fast and scalable networking, Linux
hosts can combine unikernel VMs with fast software switches (e.g. VPP [7] with DPDK).

Unikernel performance. To demonstrate the effec- Receive Transmit  Bi-directional ~ Latency
tiveness of unikernels, we evaluate the performance ] | |

of Click [67] VNFs running on Unikraft and Linux. We i, Pt | |
measure the maximum receive/send rate, throughput, S5 E@j - [STE
and round-trip latency (detailed in § 8). Fig. 1 shows © Empty Firewall 1DS Empty Firewall IDS Mirror NAT Mirror NAT

the results. Unikraft sustains 2-3x higher packet re- 1 igner is batter VNE ViE Ve

ception rates and significantly improves transmitand Fig. 1. The speedup of the Unikraft unikernel over
latency performance. This improvement stems from ~the Linuxkernel on Click VNFs (64B packets).
unikernel’s single-application design, enabling a unified address space and more compiler optimiza-
tions by replacing syscalls with function calls [64]. Our unikernel-based VNF, e.g., yields to the
scheduler only after packet processing to minimize tail latencies caused by preemption.

Unikernels for cloud infrastructure. Cloud services commonly rely on shared infrastructure
provided by fast networked applications [16, 94, 98, 109]. Consolidating the infrastructure of different
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ClickOS [67] / BESS [43]/ Open
MorphOS ~ XDP [20] | <> [[ . 0]] - [E; 2]] VPP [7] szitlz h[o]  XOMBI3]
Reconfiguration of the | application  kernel application
Implemented on the OS-level application-level
Routing parameters yes yes yes yes yes yes VNF dependent
Processing graph yes yes yes yes recompile  no graph yes
Processing logic yes yes recompile recompile recompile dyn. libs dyn. libs

Table 2. Availability of live reconfiguration mechanisms in different VNF systems.

tenants on a single instance improves utilization and the benefit of unikernel specializations. Next,
we explain how such an approach can negatively impact flexibility and reconfigurability.

3 Motivation: Limitations of Unikernel-based Network Stacks

While unikernels are a promising approach to realizing high-performance networked applications
(§ 2), the underlying deployment models in public clouds face the following reconfigurability limita-
tions. First, although the lightweightness of unikernels enables fast startup, restarting unikernels
leads to loss of network state in memory [112]. Second, eBPF improves runtime extensibility [71], yet
ensuring safety through verification is costly due to the complexity of verifiers. Third, this complexity
also complicates the correctness of verification guarantees. We elaborate on each limitation below.

3.1 Lack of Flexible Reconfigurability of Unikernels

Reconfigurability is crucial for dynamically operating latency-sensitive networked applications.
However, unikernel compile-time optimizations require applications to recompile and reboot for
reconfiguration, introducing non-negligible overhead and potential service disruption.

Limitation of unikernel reconfiguration. To evaluate reconfiguration cost in unikernel-based
networked applications, we measure the reconfiguration times for (1) the Click [54] VNF on Linux,
(2) Click on Unikraft, and (3) Linux’s XDP [20]. XDP accelerates network functions by running eBPF
programs in the kernel, bypassing Linux’s slow network stacks [20, 44]. For Click, we measure the
time to reconfigure all elements, including application restarts. For Unikraft, this involves booting
the unikernel VM, while for XDP, we measure program replacement and verification times.

Fig. 2 shows the result. While Click’s configuration
times are comparable across platforms, restarting the

Contributor
I Qemu start B VNF configuration

N
=}
S}

. . . [0 Firmware [N First packet
Unikraft kernel alongside incurs overhead. Restarts ESS Unikraft B0 Other
[ Click init

Reconfiguration [ms
=
o
)

lead to network interruptions and result in the loss

of memory state [112], further degrading network O nikraryClick  Limue/Click | v Mornos
performance, particularly for stateful functions such system

as NAT or connection-based load balancers, due to ~ Fig. 2. Live reconfiguration of Click VNFs/XDP.
the disruption of connections. Linux’s promising XDP approach avoids kernel restarts using eBPF

but entails costly verification, making XDP reconfiguration slower than Click on Linux.

Meta’s highly variable use of eBPF programs exemplifies the need for frequent, state-preserving
reconfiguration, which could also unlock new use-cases [13]: On average, Meta combines three
eBPF programs for a service, but on 1 out of 20 days, 13 programs are combined, e.g., to account for
changing load scenarios, network contention, or VM migrations. Supporting reconfiguration beyond
frequencies seen today could enable new use-cases like dynamically reacting to network anomalies
by adding in-network retransmissions or blocking suspicious traffic early in the network pipeline.
Insufficient existing reconfiguration mechanisms. Actually, reconfiguration mechanisms in
current networked applications also have limitations. Table 2 summarizes the mechanisms of various
VNFs such as XDP [20], Click [54], VPP [7], Open vSwitch [90], and xOMB [3]. Many networked
applications implement reconfiguration on the application-level by exposing selected options defined
by the developer, e.g., high-level routing parameters in VPP or processing graph configuration in
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Click/BESS [7, 43, 54]. ClickOS [67] offers a control endpoint to change processing-element-specific
parameters at runtime. While effective, this approach limits the scope to pre-envisioned use cases and
trades flexibility for implementation complexity and performance. Changing the ClickOS processing
graph, which is typically required to modify stateful algorithms, still requires a restart. Instead,
users desire an application-independent reconfiguration mechanism that facilitates state-preserving
algorithm modifications. Therefore, some VNFs employ OS-level reconfiguration. For example, XDP
allows fast updates by replacing eBPF programs in the Linux kernel (see Fig. 2). However, Linux’s eBPF
mechanisms only influence the kernel network stacks, but not applications, and introduce a costly
verification [52]. Lastly, orchestration-level reconfiguration can employ, e.g., live-VM-swapping to
mitigate the downtime of unikernel restarts. Nevertheless, state-of-the-art systems risk terminating
live connections when the NAT connection state is lost. The burden remains on developers to extend
applications with incremental migration of the critical state.

Limitation #1: Insufficient reconfiguration mechanisms. Unikernels face performance issues
with reboot-based reconfiguration and a flexibility/performance tradeoff in current live reconfigura-
tion methods, demanding a new, efficient, flexible, and state-preserving reconfiguration mechanism.

3.2 Complexity of Verifying Extensions

Linux verifier Prevail

In Linux, eBPF enables safe kernel customization, e.g.,

. . Lines of cod 16,000 000
of the network stack through event-driven execution of =~ o © ¢0°€ 6,00 62,00
. X . False positive rate 8/192 0/192
extensions. Its verification ecosystem [39, 80] ensures  gyp0rts loops no yes
memory isolation, the absence of undefined behavior,and  Runtime complexity o(nk) o(n®)
bounded termination, making eBPF promising for extend- Taple 3. eBPF verifiers have a large code base
ing and reconfiguring unikernel applications. that grows with increasing accuracy [39].

Challenges of integrating verifiers with unikernels. However, verifiers are inherently unsuit-
able for direct integration into unikernels for three reasons. First, resource overhead. eBPF verifiers,
such as the one in the Linux kernel, require significant memory and processing power to perform
exhaustive static analysis. This conflicts with the specialized, single-purpose nature of unikernels,
which are designed to minimize resource usage and maximize performance. In the context of VNFs,
where low-latency operation is essential, it is unacceptable that control-plane tasks such as verifica-
tion steal significant resources. Second, code complexity. The verifier’s implementation is complex and
adds substantial code size to the unikernel, contradicting the unikernel’s lightweight design. Prevail
consists of 65k lines of code and requires a C++ runtime, bloating its binary size to 2.4MB, comparable
to the Unikraft kernel. Third, isolation. Verifiers themselves are prone to malicious attacks due to
their large attack surface, as demonstrated by recent CVEs [77, 78]. Unikernels, as single-application
OSes, do not provide sufficient isolation mechanisms to safely co-locate a verifier with an application.
Table 3 summarizes the complexity of the eBPF verifiers.

Limitation #2: Impractical On-Unikernel eBPF Verification. The complexity of eBPF verifica-
tion hinders its adoption in high-performance unikernels, necessitating a lightweight mechanism to
ensure correct eBPF extensions for safe unikernel extensibility.

3.3 Verification Correctness Challenges

Limitations of eBPF verifiers. The complexity of eBPF verifiers makes it increasingly difficult
to generate proofs as eBPF programs grow more intricate. We survey related work that mentions
Common Vulnerabilities and Exposures (CVEs) [72] in existing eBPF verifiers (see § A) and find
that 23 out of 32 vulnerabilities are a result of bugs in the verifier [61, 62, 66, 117]. Despite ongoing
efforts, verification of the Linux eBPF verifier is incomplete [66, 110, 111]. As an example, Fig. 3 shows
a CVE found in the Linux verifier [76] where certain eBPF programs escape the verification. The
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program starts a loop at L1, loading a value from memory to be used as the loop break condition. The
verifier, unfortunately, uses an erroneous offset calculation for L1, starting the loop verification in
line 2 instead of 1. This mistake causes the verifier to wrongly prune subsequent execution paths as
unreachable. eBPF can use the subsequent iterations to generate an unverified program state that
accesses private kernel data. While memory isolation is a key source for security vulnerabilities [103],
76% of CVEs in the Linux verifier affect memory isolation [61]. | 7"~ (les +)(r10 -8) // start Loop

1
Limitation #3: Reliability & safety gaps in eBPF veri-| > if rit == oxo goto L2 // exit loop
4

fiers. Due to the complexity of eBPF verifiers, their reliability +u6a )

*(u6s *)(r1e -8) = rii

and ability to guarantee memory isolation and safety are lim-| * ot 11 // repeat Loop
6 T we =
ited. Additional memory isolation hardening is necessary for | 7 exit

network infrastructure applications shared between tenants. | Fig 3 CVE-2024-42072: The verifier

misinterprets the jump label to L1 as
4 Overview line 2, missing verification of the loop.

To overcome the limitations of specialized unikernel applications, we design MorphOS along three
design goals: (1) keeping unikernels lightweight and reconfigurable for networked applications, (2)
safe multi-tenancy through verification, and (3) hardening safety against verifier bugs.

4.1 MorphOS’s System Architecture

MorphOS is a unikernel that provides abstractions and infrastructure for applications to leverage
reconfigurable programs. Due to the multi-tenancy of cloud networked applications, traditional dy-
namically loaded libraries provide insufficient isolation guarantees. To this end, MorphOS introduces
eBPF programs (abbreviated as “programs”) as an additional layer on top of the unikernel-based ap-
plication. Fig. 4 shows its architecture, which consists of three building blocks: First, the control plane
exposes an external interface for tenants to reconfigure the unikernel by replacing eBPF programs in
the eBPF runtime. Second, the eBPF runtime maintains the active eBPF programs along with their
state. The runtime guards transitions into and out of the eBPF context to isolate tenant-provided
eBPF programs. Third, the data plane runs the core application logic in the unikernel. MorphOS
provides the application with the means to define custom hookpoints, optimized network access,
and isolated memory pools to efficiently ensure data security at the boundary of eBPF programs.

Deployment model: MorphOS as a service. We envision cloud providers to offer MorphOS-based
services as optimized applications, following existing deployment models (§ 2) and relieving cloud
tenants from developing their own. MorphOS minimizes infrastructure overhead by co-locating
cloud-tenant applications on a single, high-throughput unikernel instance that multiplexes tenant
connections between the tenant’s eBPF programs. Like the existing configuration, cloud providers
expose MorphOS’s eBPF updating mechanisms via APIs to provide flexibility to tenants.

Safely isolating eBPF. MorphOS safely isolates eBPF programs from the unikernel and its ap-
plication, which is critical in the envisioned deployment model where performance-optimized
networked applications are shared across tenants. Providers must balance tenant programmability
with maintaining the unikernel/application security and functionality. Therefore, MorphOS employs
an out-of-band Verification service that statically verifies the safety of a given eBPF program. The
eBPF JIT runtime in the unikernel restricts the eBPF program to only call safe, predefined functions.
MorphOS only accepts verified eBPF code to maintain its integrity and trust.

4.2 MorphOS Workflow

The general workflow of MorphOS applications is as follows. First (Fig. 4(1)), cloud service providers
build highly optimized networked applications such as the flexible Click [54] VNF with MorphOS and
offer them as a hosted service that is shared between tenants for efficiency. Second (2), tenants using
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the service extend its functionality with eBPF programs and submit them to the provider’s eBPF
registry. One tenant may deploy packet filters for his endpoints to protect them against DDoS attacks,
while another may deploy deep packet inspection to secure internal traffic between his services. The
verification service certifies the safety of submitted programs and yields a cryptographic certificate
on success. Third (3), tenants insert verified eBPF programs from their collection into MorphOS via
a dedicated network link managed by the Control endpoint. Fourth (4), the control plane validates
the certificate, JIT-compiles the eBPF bytecodes into native instructions, and attaches the verified
program to the corresponding hookpoint in the application. Next, we describe how providers make
applications more reconfigurable using MorphOS hookpoints.

Control plane eBPF runtime

4.3 Programming and Threat Model Ve MorphOS Unikernel VM ~_

¢—@03"5§ﬁ \

Data plane

Provider: Application programming. MorphOS
enables providers to build networked applications

that process network input and return responses.
It offers a POSIX-compatible development environ-

Control endpoint

Verified, native
instructions

eBPF program

MPK domain

i | |Hookpoint #1
! o0

Application

ment with libc to simplify app creation. For high- -
performance processing of received packets (5), ap- TS k\ .
plications can also directly access network drivers | o | Pt e
via the lightweight NetStack. MorphOS provides iso- | L ; maps | | [P

lated buffer pools for eBPF I/O to enable efficient %" e
data sharing with the MPK isolation domains that : : i

run eBPF programs. To allow for reconfigurability
and extensibility, providers can embed eBPF hook-
points into their applications that are called (6) as the prover
application processes network traffic. Additionally, ) ..,A
MorphOS includes predefined eBPF function types programs [ enans
and helper functions that cloud providers can extend  Fig. 4. MorphOS makes specialized unikernels
to suit specific application requirements. configurable and safely extensible with eBPF.

Validator |
Q| T A

NetStack

Driver Dri:/er

@ programs  +

eBPF registry

=) eBPF request
{'—'megmm Tverification™”

& Certificate q—issue

@p Packets

A4

=

Network

compile

Tenant: Configurability through eBPF programming. Tenants write eBPF programs to cus-
tomize provider applications at defined hookpoints. These programs are compiled from languages
like C and Rust and use provider-defined helper functions for safe OS access. To ensure safety, tenants
acquire a certificate from the provider’s verification service when pushing to the eBPF registry. Once
certified, tenants update eBPF programs in MorphOS at runtime to modify application functionality.

Threat model. MorphOS faces a primary threat from cloud tenants deploying potentially malicious
or buggy eBPF programs. These untrusted programs could access private application data, cause
denial of service by hogging CPU or memory resources, or breach the sandbox and VM isolation
to compromise system integrity. The model assumes a trusted cloud provider manages the eBPF
verification service and applications while tenants develop eBPF programs to customize functionality.
Although the verifier is the initial defense, MorphOS does not consider it infallible. Thus, runtime
checks for resource consumption and hardware-assisted isolation (e.g., MPK) are crucial for an
additional protection layer to detect successful attacks. Aside from the MorphOS instance, the verifier
exposes a significant attack surface to tenants. MorphOS decouples the verifier into a stand-alone
service to be deployed on hardened clusters, e.g., in isolated and ephemeral VMs. Orthogonal work
hardens against VM escape attacks and hardware side-channels, and improves cryptographic ciphers.

4.4 Keyldeas
We present the following key ideas of MorphOS to make cloud apps extensible and reconfigurable.
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#1 OS-level support for application reconfigurability. Due to their single-application nature,
unikernels have drawbacks in terms of flexibility and reconfigurability. Unfortunately, application-
level configuration mechanisms are often incomplete and lack programmability (§ 3.1).

MorphOS overcomes these limitations with a generic live-reconfiguration mechanism built into
the OS that makes VM/application restarts obsolete and avoids losing state. MorphOS exposes ac-
cess to eBPF hookpoints, which unikernel applications use to make algorithms and decisions fully
programmable and reconfigurable in a live manner (see § 5.1, § 5.3).

#2 Out-of-band eBPF verification. Powerful eBPF verifiers have large code bases and exhibit high
runtime complexity, impeding their integration into kernels. Prevail [39] approaches this problem by
moving verification into a dedicated process [70]. Unfortunately, this approach does not generalize
to unikernels, which do not support multi-processing (§ 3.2). Furthermore, this approach requires
integrating many libraries that the verifier depends on into the unikernel as well.

MorphOS decouples resource-intensive verifiers from the unikernel through cryptographic cer-
tificates and instead runs them out-of-band on different hosts (§ 5.4). Ahead-of-time verification
accelerates updating eBPF programs significantly while adhering to the design goals of unikernels.

#3 eBPF hardening with MPK. Current real-world eBPF verifiers are still improving their safety
guarantees (§ 3.3) because the verification process is complex. eBPF verification is hard to implement
correctly, as demonstrated by related work that has repeatedly uncovered flaws in verifiers [28, 61,
62, 117]. Unverified JIT compilers add another potential point for safety violations.

Today’s eBPF systems are therefore not fit to enforce isolation guarantees between cloud providers
and tenants. Deployment scenarios envisioned for MorphOS require safety hardening that goes
beyond correctness guarantees. MorphOS hardens the unikernel against eBPF escaping verification
with MPK-based memory isolation (§ 5.5).

Type Signature
5 Design morphos_set_cert_authority(ca);
morphos_register_helper(id, helper);
5.1 The OS Abstraction Load €BFE s rphos_share_map(id, nap_name, id);

morphos_load(id, file, signature, use_jit);

MorphOS presents a dual-layer abstraction model morphos.altoc inpat_befO;

designed to enable dynamic system reconfiguration Runtime _ morphos_call(program, inputbuf, params ...)
through eBPF-based extensibility. Existing systems Table 4. MorphOS hookpoints allow apps to safely
lack the necessary runtime definition necessary to ¢xtend their functionality with eBPF programs.
integrate eBPF, the verifier, and MPK hardening. The first layer, MorphOS hookpoints, concerns
the application developer. The MorphOS hookpoint abstraction provides the developer with conve-
niently accessible infrastructure to seamlessly enrich applications with reconfigurable functionality
implemented with eBPF. The second layer, MorphOS eBPF runtime, concerns the cloud tenant who
uses MorphOS applications. In this layer, MorphOS provides a base runtime environment with
essential but generic functionality for tenants to extend applications. Application developers can
extend the eBPF runtime layer with their application-specific helper functions. MorphOS exposes
each layer via a dedicated interface, which we describe next.

MorphOS system APIs. Table 4 presents the system API for MorphOS applications. The APIincludes
functions for loading, managing, and executing eBPF programs while ensuring security through
certificate validation and controlled resource sharing. morphos_set_cert_authority() setsatrusted
certificate authority for eBPF program signatures. Next, the application customizes the eBPF runtime
by registering native helper functions that eBPF programs can invoke (morphos_register_helper())
and setting up eBPF state to be shared between invocations and programs (morphos_share_map()).
The morphos_load() function handles program loading consisting of just-in-time (JIT) compilation,
relocation of executable code, and linking available helper functions. At runtime, morphos_alloc_
_input_buf() ensures secure memory allocation for input data, and morphos_call() executes eBPF
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programs with specified parameters. Together, these functions provide arobust and secure mechanism
for extending applications in MorphOS, balancing flexibility with strict security guarantees.

MorphOS eBPF interface. From the eBPF context, MorphOS and other external functionality are
only available through safe wrappers called helper functions. The MorphOS eBPF runtime interface
defines these helper functions for the eBPF program (Table 5). The interface is divided into four types:
the (a) eBPF entry point, (b) OS functionality, (c) network buffer management, and (d) eBPF maps. (a)
The entry point defines the eBPF program’s entry function signature, which includes pointers to
input buffers, as well as packet metadata such as port numbers. (b) The OS-type API offers several
default helper functions to get time, randomness, or do logging. (c) The network buffer API offers
helpers such as bpf_grow_buffer() to dynamically adjust packet buffer sizes (e.g., for encapsulating
packets in tunnel protocol headers). (d) Map helpers enable accessing inter-invocation state through
lists or key-value maps. Functions like bpf_map_lookup/update_elem() allow eBPF programs to
access and modify data in maps, supporting tasks like flow tracking and stateful processing.

5.2 Network Stack - ,
ype Signature

MorphOS introduces NetStack, a robust and modular struct bpf_context {

. . . voidx packet, void packet_end,
network architecture designed to support dynamic Ue4 input port )
reconfigurability and high-performance packet pro- bpf_progran(input: bpf_context) -> u4
cessing. The NetStack abstraction encompasses dri- B)OS bpf_ktine_get ns() -> u6s

K K bpf_get_prandom_u32() -> u32
vers, network protocol stacks, application buffer man-
agement, and event callbacks. Applications use this
abstraction to either choose a minimal set of stack #[map(NANE) ]

e e static NAME: {HashMap<K, V>|Array<A>}
components to minimize overhead or use the full bpf_map. Lookup_eLem(NANE, key: K) -5 V

A) Entrypoint

bpf_grow_buffer(front: usize,

©)Netbufs back: usize) -> usize

. D) M
stack through the POSIX-like API. Central to the de- a bj;—:‘:f—v“p‘ﬁ“:g—jeu’giN)AME' key: K,
sign of NetStack are the buffer management, the stack bpf_map_delete_elem(NANE, key: K)
component bypass, and the event model. Table 5. MorphOS eBPF runtime interface.

Central buffer management. The eBPF context, the application, and the operating system share a
central memory pool (isolated buffer pool in Fig. 4). This design eliminates the need for redundant
memory copies between the application, MorphOS, and eBPF runtimes, enabling zero-copy data
transfers. Consequently, applications minimize overhead while maintaining buffer isolation with
hardware-assisted memory hardening (§ 5.5).

Network stack bypass. By allowing applications to bypass protocol stacks, MorphOS achieves
functionality akin to common kernel-bypass architectures such as DPDK [5]. MorphOS ensures
efficient resource and power usage outside of maximum-throughput scenarios by maintaining
interrupt-driven event processing for packet handling. Although 32 of 70 DPDK drivers support
interrupt mode [4], many DPDK applications do not use them, significantly degrading application
packing density. Unlike DPDK, MorphOS optimizes its event scheduling and buffer management
for the single-CPU architecture of unikernels, enabling cloud providers to substantially increase
VM-to-host ratios [55]. The MorphOS approach contrasts with architectures of general-purpose OSes
like Linux, where the network stack introduces significant overhead due to its size and reliance on
system calls. These factors increase latency and additional memory copies, hindering performance.

Event model optimized for performance. MorphOS minimizes event handling by directly
invoking application callbacks in a run-to-completion model, reducing overhead and eliminating
memory copies. It is optimized for single-core execution, maximizing lock-free parallelism when
scaling out. This design aligns with the cloud computing paradigm of scaling by allocating more
instead of larger VMs. NetStack is particularly advantageous for applications where traffic flows are
often partitioned in hardware (e.g., using RSS [69] or flow steering VNFs [9]), ensuring that each
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CPU core requires only local state. We envision MorphOS deployments to follow these principles,
leveraging its lock-free network stack to maximize performance and scalability.

5.3 eBPF Extensibility

The MorphOS abstraction (§ 5.1) increases the reconfigurability of unikernel-based applications
through three key components: (1) the endpoint for reconfiguration, (2) the JIT compiler for updating
eBPF programs, and (3) the state management for preserving information across reconfigurations.

Reconfiguration mechanism. MorphOS enables tenants to reconfigure applications over the
network via the control endpoint by replacing eBPF programs. This process works as follows. Tenants
first send a new eBPF program to the verification service. Once verified, this eBPF program is stored
in the provider’s registry. Subsequently, tenants send a reconfiguration command to the MorphOS
management network interface to request to set the new program for a certain eBPF hookpoint. Upon
the request, MorphOS loads the eBPF program from the registry, verifies its certificate, relocates its
code in memory, instantiates eBPF maps, and JIT-compiles the eBPF instructions into native code.
Lastly, MorphOS installs the JITted eBPF program into the corresponding eBPF hookpoint.

This registry-based design helps reconfigurations to scale out and remain predictable. First,
MorphOS separates the program upload from the reconfiguration command to enable timely insertion
of the same program into many MorphOS instances without resubmitting the entire program each
time. Second, the design decouples the tenant’s eBPF program upload speed from the time-critical
reconfiguration path and relieves the tenant from managing a catalogue of verified programs.

JIT compiler. The JIT compiler translates eBPF bytecodes into native instructions to enable high-
performance eBPF processing. The design of eBPF bytecode inherently accounts for JIT compila-
tion [51], allowing the compiler to map most eBPF registers directly to native registers in a one-to-one
manner. For stack management, the compiler allocates per-program memory regions at page gran-
ularity to support MPK isolation (as discussed in § 5.5). To handle the helper functions calls from
the eBPF program, the JIT compiler inserts trampoline code. This trampoline saves eBPF register
states and converts them to match x86 calling conventions, addressing differences in stack alignment,
register preservation, and argument passing. It restores the original state after the function call
completes. During MorphOS context switches between eBPF and unikernel environments, the system
updates MPK permissions to harden isolation between their distinct stacks and memory domains.

State migration. MorphOS maintains state during eBPF program updates by sharing eBPF maps.
Each map gets a unique ID that stays constant across updates. When a new program loads, maps with
existing IDs are reused to preserve the state. For data structure changes, new maps can be defined,
and developers handle lazy state migration to them in the new eBPF program.

5.4 Decoupled eBPF Verification

Verification of eBPF for unikernels is challenging because automated verification is time and resource-
intensive (§ 3.2). MorphOS decouples verification from eBPF injection and enables out-of-band
verification to generate a catalog of verified programs to be inserted on-demand.

Verification goals. The MorphOS verifier guarantees that three protection goals hold: The verifier
maintains the operational integrity of the application and Unikernel, even when programmable by
cloud tenants via MorphOS’s eBPF elements. For confidentiality, the verifier ensures eBPF programs
never access data from other MorphOS hookpoints or neighboring tenants. Finally, the verifier
ensures availability by verifying that eBPF programs will not cause system crashes or block execution,
preventing malicious tenants from denying service in shared instances.

Verification process. With MorphOS, the cloud provider offers a verification process that operates
outside of unikernels and yields a cryptographic certificate attesting to the program’s safety.
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We base our verification process on the Prevail [39] verifier to ensure these goals. The verifier
guarantees integrity, confidentiality, and bounded execution through a precise analysis of all possible
execution flows, and it proves that no illegal memory access occurs. Prevail achieves that by keeping a
detailed track of memory values and their possible ranges while avoiding path explosion by merging
states across loop iterations. We extend Prevail to understand the guarantees of memory regions
used by output values of MorphOS helper functions and to capture the semantics of eBPF function
parameters, such as buffer pointers, used in MorphOS hookpoints. § B details how MorphOS supports
eBPF that contains loops, receives packet contexts as input, and accesses shared maps.

Finally, users submit the eBPF executable along with the certificate to the MorphOS application.
The application checks the certificate using asymmetric cryptography and attaches the eBPF program
to the target hookpoint. Thanks to the out-of-band design of the verifier, cloud providers can flexibly
dedicate resources to the verification process.

5.5 Hardware-Assisted Memory Safety Isolation properties Verifier MPK
The complexity of verification raises concerns about the  Helper bugs X  (/maps)
correctness of its process (§ 3.3). To mitigate this issue, JITbugs x

we employ hardware-assisted memory isolation with 1soate unikernel from eBPF
Isolate between eBPF

MPK [2, 4.16, 31], Which .is available on x86 and A.RM. Table 6 Temporal safety (packet buffers)
summarizes the isolation properties we provide. Read uninitialized memory X

Termination X

MPK. MPK uses the upper bits of the page table entry to
assign one of 16 domains to each page (PKey). The CPU’s
PKRU register configures the permission for each domain
(read/write bits) for the executing thread. When programs access pages that violate the permissions
set in that register, the CPU triggers an exception. Programs use the WRPKRU instruction to update the
PKRU register. This operation is fast (~20 cycles) because it does not require TLB flushes [84].

Table 6. Verification properties of Pre-
vail [39] and hardening with MPK [2, 46].

MPK isolation workflow. When desirable, service providers enable MPK hardening. MorphOS
then assigns distinct PKeys to separate memory of the unikernel, applications, eBPF programs, and
individual packet buffers. Fig. 5 illustrates the PKey assignments for two tenants sharing a MorphOS
instance: K for the unikernel memory, K; for an eBPF program’s memory, and K for another cloud
tenant’s eBPF program. Packet buffers are individually protected using the remaining keys K3_1s.

By default, MorphOS sets permissions in PKRU to Permissions Pages PKey
Pk, granting access to all memory regions. As the T X
application processes packets, some of them trigger ik Bt A — K,
eBPF hookpoints that invoke eBPF programs. When
executing eBPF programs, MorphOS updates PKRU - T - X,

. . . enter e

to operate under P.gpr permissions, which can only stack [Pkt eBPF stack K
access its own memory K;j and its current packet eBPF maps K
buffer K;,,. When calling helper functions, MorphOS run eBPF _g_,eBpF TR K,
changes the MPK domain to Py, allowing the helper  [rewmto ¢l «
3

to access OS and application services, and switches
Packet buffer #m K,

back to P,gpfr on return. 1
To mitigate the limited number of hardware PKeys, Kis

MorphOS proposes probabilistic eBPF isolation by
assigning Kj_15 pseudo-randomly to eBPF programs
and packet buffers, accepting permission overlaps. § C explains how unlikely the success of attacks
becomes with probabilistic isolation. Alternatively, we can also resort to libMPK [84] to achieve deter-
ministic and scalable eBPF isolation, overcoming hardware PKey limits through key virtualization.

Fig. 5. Permissions and PKeys used for MPK.
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To support packet batching with probabilistic isolation, MorphOS needs to keep all buffers of a
batch in the same MPK domain. When the application splits up batches, e.g., to submit a portion of
packets to a different branch of the processing graph, MorphOS needs to change the domain of the
diverging buffers. Due to a lack of batching support in the Click version ported to Unikraft, we omit
a further exploration of batching designs.

(]
6 MO rph OS fO r VN FS '& Tenants MorphOS: unikernel VM

We envision MorphOS to be used for a variety of & rconbgre - E

cloud applications such as Virtual Network Func- — hockpoint” || nework
tions (VNFs) [9, 15, 42, 60, 88, 98, 101] and network- ﬁgg) EE’*@] | pocsig

optimized microservices [64, 102]. Performance- | /i verfieq maive i upers| erap [E)packes
critical VNFs particularly profit from MorphOS be- | ;s program Bjooms O Click element

cause VNFs offer a paradigm shift from traditional, MPK domain Click VNF

hardware-centric network infrastructure to agile,
scalable, and software-defined network functions Fig- 6. MorphOS for optimized VNFs as a service.
running in cloud VMs. This section explains how we extend the Click [54] VNF with eBPF hookpoints
and implement firewalls, Network Address Translation (NAT) [29], and Deep Packet Inspection
(DPI) [27, 56, 120] that are fully reconfigurable while retaining state.

Integrating Click. We integrate the Click [54] modular software router with MorphOS as a suitable
base for highly flexible and reconfigurable VNFs (see Fig. 6). Click users define a packet processing
graph by (re-)configuring directional edges between processing modules called elements to assemble
or change higher-level VNFs. For MorphOS, we add eBPF-based elements to be integrated into
processing graphs with different capabilities ranging from filtering (BPFFilter), over packet sorting
(BPFClassifier), to modifying packets (BPFRewriter).

Network

Fast, JITed firewalls. Click already offers firewall functionality using elements that iterate over
Access Control Lists (ACLs). However, configurable systems such as ACL interpreters prioritize
runtime flexibility over compile-time optimizations, resulting in sub-optimal performance [33].
MorphClick instead uses a BPFClassifier element where firewall rules are implemented as code
that is JIT compiled, eliminating the ACL interpreter and reducing processing overhead.

Frequent reconfiguration of DPI. DPI describes network functions that extensively analyze
packet contents, e.g., to enhance firewalls, detect DDoS traffic, or search patterns for Intrusion
Detection Systems (IDSs). DPI is hard to generalize for configurability via parameters or data
tables, as inspection logic depends on inspected protocols and the application data, leading to either
incomplete or inefficient implementations. We instead design a DPI prototype for MorphClick using
the MorphOS BPFFilter element with a string matching algorithm implemented in eBPF. Fast
reconfiguration of MorphClick control flow empowers VNF users to quickly update processing logic
to react to changing traffic patterns or apply new defense mechanisms, e.g., against DDoS attacks.

Retaining NAT state. NAT, rate-limiting, and traffic shaping VNFs track per-connection state
that is crucial for reliable network connectivity. Restarting such VNFs drops that state, thereby
terminating all current connections (NAT) or degrading network conditions (limiting, shaping).
Using MorphClick, we build an eBPF-based VNF that implements the NAT core using the MorphOS
BPFRewriter element. This design replaces VNF restarts with state-preserving eBPF updates while
maintaining flexible reconfigurability, therefore eliminating problems induced by state loss.

7 Implementation

We implement a prototype of MorphOS based on the Unikraft [55] unikernel (v0.16.3). MorphOS
implements a verification service based on the Prevail [39] verifier (9f25cee). We port Click [54]
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(a538483) as VNF and uBPF [6] (2c2a682) as a eBPF JIT engine to Unikraft. We extend Unikraft’s lib-
click [97] and integrate it with MorphOS’s eBPF hookpoints (§ 6). MorphOS optimizes transmissions
from Click to Unikraft by introducing batching and reducing calls to the cooperative scheduler be-
tween transmissions. Furthermore, we extend scheduling regarding the ToDevice element to support
pull and not only push operations, a critical capability necessary for many single-threaded packet
processing graphs. Finally, MorphOS integrates the isolated buffer pool and leverages Unikraft’s
cooperative scheduler to optimize network performance.

The eBPF runtime. MorphOS supports both eBPF interpretation and JIT compilation via uBPF [6].
We extend uBPF to support read-only ELF sections, such as .data, that occur in our eBPF binaries
compiled from Rust. MorphOS loads the new program by parsing the ELF file to locate function and
data sections, copies them into unikernel memory, and rewrites eBPF instructions to access or call
the relocated items. eBPF programs specify the used map types at compile time in the .maps ELF
segment and can read/insert at runtime with helper functions. The eBPF map definitions from the
.maps section are not relocated but used to allocate and instantiate maps.

The verification service. MorphOS provides an executable that verifies eBPF programs and yields
a cryptographic signature if safety can be proven. To conduct verification with Prevail, MorphOS
creates an eBPF platform consisting of program input layout, eBPF maps, and helper functions:
First, we define the context struct that acts as input to each function and points to the bounds of
the accessible packet buffer. Second, we define the in-memory layouts of available eBPF map types.
Third, we define helper function signatures and their parameter types and associated semantics so
that Prevail can verify assumptions made by the helper implementations. If program verification
succeeds, the service uses OpenSSL to sign a SHA256 hash of the verified program with the ECDSA
key of the unikernel administrator (i.e., the cloud provider).

Hardening with MPK. To use MPK, we set the user flag in the page table entries since MPK only
works for user pages on our CPUs. MorphOS modifies the allocator to place eBPF-related memory
on its own set of pages and tag them with MPKeys. MorphOS splits the stack of eBPF programs
from the unikernels stack and switches between them when entering P.gpr contexts so that the
unikernels and eBPF stack are isolated from each other with different MPK permissions. In addition,
MorphOS modifies the unikernel and JIT compiler to switch PKRU between the respective eBPF
context permissions P,ppr necessary for a given input buffer and unikernel context permissions P,.

8 Evaluation

We evaluate MorphOS across the following dimensions: lightweight reconfigurability (§ 8.1), correct-
ness and safety (§ 8.2), and performance (§ 8.3).

Experimental setup. We conduct measurements on two hosts, where one acts as a network load
generator (Linux pktgen [108]) and the other one hosts the VM under test. The hosts are connected
with 10G links via Intel X520 NICs. For comparability, we run both Linux and Unikraft baselines in
single-core VMs because Unikraft is designed for single-core cloud VMs. The hosts use 256GB of
RAM and an Intel Xeon 5317 CPU. We use Linux 6.6.1 and Qemu 8.2.6. We provide networking to the
VM via VPP 24.06 using DPDK drivers and vhost-user, which we find is faster than Linux network
virtualization with vhost.

Experiment variants. We evaluate three VNF systems: as baselines we use Click on Linux (Linux)
and Click on Unikraft (Unikraft) where all Click elements are implemented natively. We compare
them to MorphClick (MorphOS), which implements core processing in eBPF without hardening. Each
system supports our implemented network function use cases (§ 6): a firewall that alternates between
permitting and dropping traffic to UDP/TCP ports, an Intrusion Detection System (IDS) that applies
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AhoCorasick [1] string matching to identify malicious packet contents, a simple ethernet packet
reflector, and a hairpin Network Address Translation (NAT) that accesses state for every packet.

8.1 Lightweight Reconfigurability —
RQ1. Does MorphOS improve live-reconfigurability of % ” fgﬁ;o 2 ey
unikernel-based applications while maintaining their £ EO goog%@c =S Firewall-2
lightweightness? We evaluate VNF reconfiguration 3 100 SERINA KO i
time and VM image lightweightness. i , ‘ )4 Eaﬁ Tﬁuﬁ@r Nf\T
Linux/Click Unikraft/Click MorphOS

Reconfiguration time. We evaluate the reconfig-
urability of VNFs by measuring the time required to
update packet processing logic across three different
reconfiguration mechanisms. We use the baselines from § 3.1 and compare them with the time that
MorphOS takes to replace eBPF programs. Fig. 7 shows the result. We observe that reconfiguring Click
on Unikraft takes 7x longer than Linux because it takes 230ms to restart the unikernel. On Linux,
Click reconfiguration times vary depending on the complexity of the VNF configuration. The NAT
configuration takes 100ms to configure many protocols and services known by Linux, while Unikraft
avoids this overhead by limiting the set of services. MorphOS achieves the fastest reconfiguration,
requiring only 18% of Linux’s reconfiguration time, because it only updates eBPF programs without
updating whole components. MorphOS spends 45% of the time on network communication with the
control endpoint to trigger the update and only 3.6ms for loading and updating the new eBPF program.
The example of firewalls with 1000 rules (firewall-1k) demonstrates the advantages of efficient eBPF
reconfiguration as the baselines spend an additional 20ms on initializing the firewall rules.

1 Lower is better System

Fig. 7. Live reconfiguration times of VNFs.

VM image size. We investigate the impact of Mor-  unikrar J2.87 MB
phOS on the VM size by measuring disk image sizes. MO;T:iiz::iz_l\:;lOQ e
Images consist of the unikernel or Linux distribution  jyun oS 61332 M8
image containing Click, as well as the configuration o 1;30 200 300 400 500 600 700
files and eBPF programs. We compare MorphOS with owerEReRE image Size (1E)
the Unikraft unikernel and Linux-based OSes (Alpine
Linux (3.19) and Ubuntu (22.04 LTS)).

Fig. 8 shows that MorphOS adds around 2MB to the Unikraft image size, with OpenSSL as the
biggest contributor. MorphOS is orders of magnitude smaller than even lightweight Linux images

such as Alpine, but also than Ubuntu, which bundles many more tools, features, and a larger kernel.

Fig. 8. VM image size of Click in Unikraft and
different Linux distributions.

RQ1 takeaway: MorphOS significantly reduces reconfiguration time by making even VNF logic
live-reconfigurable with eBPF, without sacrificing the lightweightness of unikernels.

8.2 Correctness and Safety

RQ2. Does MorphOS effectively enforce correctness and harden safety, and what overhead does the
hardening induce? We measure verification-related contributors to reconfiguration time and analyze
how they may amortize over time. We then evaluate the effectiveness of our MPK hardening.

Verification-induced reconfiguration time. We conduct white-box measurements to analyze
where MorphOS spends time while replacing eBPF programs. First, we identify and measure tasks
related to enforcing safety. Second, we calculate how the reconfiguration time can be amortized over
time.

There are two sources for reconfiguration time: the eBPF reconfiguration, where the program is
replaced, and MorphOS’s out-of-band verification. We subdivide both sources into various sub-tasks
and measure their execution time for the NAT VNF.
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First, Fig. 9 (a) shows that the verification time is (a) Safety overhead (b Overhead amortization
significantly longer than the reconfiguration time. 7
During out-of-band preparation of eBPF programs, 3 **]
25% of time is spent on verification, and 69% of time ~ * 000
. . . 0 T T T T T T
is spent on the compilation. On the other hand, dur- Outofband 1month 1/hour 1s
. . T . . 1 Lower is better Reconfiguration Replacement frequency
ing reconfiguration, the validation of the verification _ —

. . ompile ‘alidate paate frequency
certificate accounts for only 5% of the time. B Link = T — month
 Verify I Control 1/day

Second, we analyze the amortization of out-of-
band tasks. Out-of-band verificationis only necessary Fig. 9. (a) Time spent on ensuring safety during
when developers update and recompile the eBPF code. out-of-band verification and live.—reconfigu ration.
A case study about tens of eBPF programs at Meta re- (b) Out-of-band overhead amortizes over replace-

. ments of eBPF programs.

veals that reconfigurations happen more frequently

than code updates: Meta employs NetEdit [13] to manage frequent and dynamic eBPF reconfigura-
tions, which surpass manual review capabilities. Despite this, Meta changes eBPF code only with
a frequency f; up to once a month [13]. On the other hand, the reconfiguration overhead occurs
with a frequency f;. The out-of-band verification time ¢, amortizes over multiple reconfigurations to
ta =ty fy/ fr. Fig. 9 (b) shows the amortized overhead ¢, for different reconfiguration frequencies.
For daily reconfigurations (f; =1/day), the original 335ms out-of-band cost reduces to 0.5ms. In such
cases, MorphOS achieves reconfiguration in 3.4ms, rendering compilation and verification costs
negligible through amortization.

Hardening with MPK. Next, we evaluate the effec- MorphOS

: , . CVEs . Category
tiveness of MorphOS’s use of MPK to harden security. hardening
We survey literature that reports bugs in existing Verifier: register value tracking: e.g.
eBPF systems [61, 62, 66, 117]. We then classify the 12 yes  verifierpredicts eBPFnull check to pass
bugs by attack vector and test if MorphOS’s MPK when it must not

only map Helper functions: return value must
get helpers point to eBPF memory
Verifier: branch pruning;: the verifier’s

isolation protects against such attacks.
Fig. 10 shows our identified bug classes. The ma-

jority (69%) originate in verifier bugs that mispredict 6 ves  model of jumps matches the JIT com-
how register values change or how the execution piler’s model (see Fig. 3)
flow branches. Further, 25% of bugs stem from faulty =~ yes Verifier: context value tracking: con-
helper functions that do not adhere to the model guar- text pointer must not be null

2 no Verifier: crash

anteed to the verifier.
We then assess against which bug classes the Mor-  Fig. 10. MorphOS’s hardening with MPK is effec-
phOS hardening is effective. For bugsin register value ~ tive against common vulnerabilities (CVEs § A).
tracking, branch pruning, or context value tracking,
MPK effectively protects MorphOS by triggering an
emergency stop once the malicious program proceeds
to access private memory. MorphOS also detects pro-
grams that exploit eBPF map get helpers to return
private data as they run in the isolated eBPF MPK do- Fig. 11. MorphOS (firewall) with and without
main. Against bugs in other helpers, our hardening MPK-based hardening.
is ineffective because these helpers must run in the un-isolated domain to access the unikernel or
application memory. To summarize, the hardware-assisted safety hardening of MorphOS protects
against a big class of attacks, effectively improving the safety of applications.

ooe—.

N

—
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MorphOS + MPK B
------- Link speed (10G)
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—

o
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MPK performance overhead. We evaluate the overhead of the MPK hardening using the firewall
VNF. We compare MorphOS maximum receive throughput with and without MPK hardening enabled.
Fig. 11 presents the results. For small-sized packets, MPK introduces up to 5-7.5% overhead (25-41ns
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Fig. 12. VNF throughput with MorphOS, Linux, and Unikraft. MorphOS has 1.5%-2.9% lower per-packet
overhead than Linux. For larger packet sizes, throughput in Gbit/s v approaches the 10Gbit link speed.

per packet) on the WRPKRU instruction inserted by the JIT compiler to change PKey permissions
around the eBPF program. As the packet size and processing time increase towards the 10Gbit link
speed, the hardening overhead diminishes and becomes negligible.

RQ2 takeaway: MorphOS out-of-band verification amortizes over time, making verification costs
negligible for scenarios found in the industry. MorphOS hardens effectively against several safety
violation categories at the cost of up to 41ns additional processing time per packet.

8.3 Performance

RQ3. Does MorphOS’s use of eBPF introduce performance overhead? First, we evaluate the throughput
and latency of our use cases. Second, we compare parametrized firewalls with our eBPF-based one.

Throughput. We evaluate the throughput of five VNFs. We measure receive and transmit per-
formance by generating and counting packets with Click on the system under test. For the two
inherently bidirectional VNFs, we generate and measure traffic on the load generator.

Fig. 12 shows the results. Full-sized packets saturate the 10G links in most cases, but smaller
packets reveal per-packet overhead differences. Linux is 1.6X-3.0X slower than MorphOS for receive
and transmit. We observe the biggest speedup for the bidirectional mirror VNF. Even though we limit
the offered load to 1.3Mpps, the Linux kernel stack steals the application’s CPU time to drop packets
due to the lack of cooperative scheduling. MorphOS use of eBPF incurs at most 10% overhead (NAT)
compared to native Unikraft. The JIT compiler minimizes overhead and, in some cases, improves
performance. For the IDS VNF, compiler optimizations enable MorphOS to outperform Unikraft
by 18%, as unmodified Click algorithms lack awareness of runtime configuration during compile
time. While our 10G link does impose a limitation in some tests with big packets, we expect our
comparison to unmodified Unikraft to remain representative: Our results for different packet sizes
support, that MorphOS does not add overhead that depends on packet size, such as packet copies.

Latency. We evaluate latency by measuring the — Linux: mirror Linux: NAT Unikratt: mirror
round-trip delay of packets with the bi-directional =~ M®rOmTTr T MOROS M -7- Dmeem BT
VNFs. We use MoonGen [30] to sample latency at

1000Hz under 100kpps of load and present the cu-
mulative distribution function (CDF) of the latency o
histogram. Fig. 13 shows two tight groupings of distri- o bztéto 400 600 800 1000 1200 1400
butions: the slower Linux VNFs, and the faster Mor- oweris berer ateney (k)

phOS and Unikraft ones. The distributions within ~Fig-13. End-to-end latency of bi-directional VNFs.
each grouping match closely because the latencies are dominated by the OS and network stack
instead of the VNF logic. Overall, Unikraft and MorphOS reduce median latencies by 28% over Linux.
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Large firewalls. Finally, we evaluate the effectiveness of MorphOS’s JIT compilation by comparing
large firewalls with native Click. The MorphOS firewall is defined in eBPF code and JIT compiled,
whereas the native one is configured via Access Control List (ACL) parameters. We add port filter rules
that alternate between dropping and passing packets and send traffic to these ports in a round-robin
fashion. Fig. 14 shows that while Click’s native firewall performance decreases with more rules,
MorphOS consistently performs best. The native Click throughput approaches zero beyond 10k
rules, whereas MorphOS with JIT-compiled eBPF maintains 1.2Mpps. This is due to eBPF compilers
optimizing firewall logic into match-case constructs with constant lookup time, avoiding iteration
over large rule tables. Running the firewall with an eBPF interpreter confirms the scalability of eBPF,
albeit with lower base performance.

g;_ | *.\\ —e— Linux | -ome MorphOS no JIT
RQ3 takeaway: For throughput, Click VNFs with MorphOS | £ T Unikraft -+ MorphOS
are 1.6x-3.0x faster than with Linux and on par with Unikraft. % 1 .\
While eBPF can have up to 10% overhead, our IDS and fire- é . T———o
wall studies show that JIT-compiled eBPF can also improve | 10 10 10° 10°
. ) . T Higher is better Firewall rules
performance over highly parametrized traditional VNFs.

Fig. 14. Receive throughput depending
on the number of installed firewall rules.

9 Related work

OS designs for network-intensive applications. Several operating systems present optimizations
to accelerate networked applications, e.g., through more efficient intra-host communication [63, 67],
data processing [12, 32, 47], and scheduling [49, 92]. Specifically, ClickOS [67] focuses on opti-
mizing the operating system’s and Xen’s [10] network stacks for Click, while MorphOS primarily
addresses the runtime inflexibility of unikernels in supporting dynamic, stateful, network-intensive
applications. Notably, MorphOS uses Click solely as a representative application, and its reconfig-
uration mechanism is fundamentally decoupled from the unikernel application itself. MOS [47]
is a library OS optimized for data-plane performance that provides the high-level infrastructure
necessary to develop high-level middleboxes. Shinjuku [49] improves tail latencies by fine-grained
preemption of long-lasting requests. MorphOS is orthogonal to this work because its APIs facilitate
extending the unikernel with similar optimizations. However, MorphOS adds the goal of application
reconfigurability and optimizes the network stack to safely support dynamic eBPF quickly.

Unikernels. Unikernels, while appealing, face practical challenges in production systems due
to limited reconfigurability, unlike traditional servers with tools like AWS Systems Manager or
GCP Guest Agent [17, 40, 87, 96, 99, 104, 105]. Existing efforts like ulO [71] extend unikernel
functionality using eBPF interpretation [68], though primarily for auxiliary tasks like inspection
and debugging rather than core application logic. While ulO enables additional task execution,
invoking these functionalities from the application side requires further integration. VampOS [112]
enables individually restarting kernel components. MorphOS distinguishes itself by leveraging
JIT-compiled eBPF for flexible, high-performance packet processing. Unlike ulO, which uses MPK
to help programmers voluntarily limit programming error impact, MorphOS transparently applies
MPK to harden eBPF program isolation between inserted programs and the core application — a
critical requirement for multi-tenant networked applications.

eBPF for high-performance networking. eBPF is widely used for high-performance networking
in Linux environments, as seen with Cilium’s cloud-native solutions [21] and Chaining-Box’s
disaggregated service chaining [18]. Janus [36] further demonstrates its use in real-time systems and
SPRIGHT [93] for high-performance serverless functions. Similar to these efforts, MorphOS utilizes
eBPF for fast packet processing, but within the context of networked unikernel applications.
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Following its success on Linux, eBPF has been adopted in non-standard Linux environments,
notably Windows [70], which combines standalone eBPF interpreters (uBPF [6]) and verifiers (Prevail
[39]). Additionally, Craun et al. [25] propose decoupled eBPF verification for Linux-based embedded
systems. MorphOS also integrates eBPF [6] and Prevail [39] for its eBPF ecosystem. However,
MorphOS distinguishes itself by presenting a concrete eBPF verification integration specifically for a
unikernel-based system.

Safe execution of networked applications. Several prior studies investigate techniques for
the safe execution of networked applications, including the use of memory-safe programming
languages [22, 64, 83], compilers [14, 34, 100], and OS-level sandboxing mechanisms [38, 79, 106, 118].
SURE [85] isolates a secure portion of a unikernel from the user application with MPK for serverless
computing. ShieldBox [107] and Trusted Click [24] protect the integrity of the packet processing
elements themselves by running Click elements in secure SGX [23, 58] enclaves. Compared to these
studies, MorphOS leverages the eBPF runtime and its verifier to ensure safe execution.

Other studies explore the verification of the functional correctness of networked applications [91,
115]. Vigor [115] expands automatic verification to VNFs written in C. TinyNF [91] formally verifies
the correctness of the VNF’s underlying driver. These works are orthogonal to our work.

Driven by the several vulnerabilities found in Linux’s eBPF verifier (e.g., [73-75]), several recent
works propose sandboxing JIT-compiled eBPF code to add additional isolation guarantees by utilizing
MPK on x86-64 (Moat [62]), or ARM PAC (Hive [117]) and ARM MTE (SafeBPF [61]), or employing SFI
(KFlex [28]) for Linux eBPF. Our work also uses MPK hardening, but closes design gaps specific to data-
intensive VNFs by integrating it with the MorphOS NetStack. Additionally, we fundamentally design
MorphOS to scale to many program instances by combining eBPF with probabilistic MPK hardening,
which contrasts with the poor scalability of eBPF-free MPK networking, such as Pegasus [86].

10 Conclusion

In conclusion, MorphOS proposes a new OS design that enables runtime reconfiguration and extensi-
bility for applications such as Virtual Network Functions (VNFs) while maintaining the advantages of
unikernels. By leveraging eBPF for dynamically updatable code execution, out-of-band verification
to enforce correctness, and hardware-assisted safety isolation, MorphOS ensures that applications
remain dependable across reconfigurations. The evaluation results highlight the ability to reduce
reconfiguration time, amortize verification cost, and output Linux in terms of performance and
lightweightness. MorphOS establishes a foundation for live-reconfigurable application logic while
maintaining the lightweight characteristics of unikernels, paving the way for more adaptive and
efficient networked operating systems.

Artifact and supplementary material. MorphOS is available at https://github.com/TUM-DSE/
MorphOS. The appendix covers additional details for the eBPF vulnerabilities CVEs and associated
eBPF verification in MorphOS.
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Appendix
A eBPF CVE List

We provide a list of Common Vulnerabilities and Exposures (CVE) numbers for each of the vulnera-

bility categories discussed in this paper in Table 7.
Vulnerability/Component: CVEs
Verifier: register value tracking: CVE-2020-27171, CVE-2020-27194, CVE-2020-8835, CVE-2021-31440, CVE-2021-33200,
CVE-2021-3444, CVE-2021-3490, CVE-2021-45402, CVE-2022-23222, CVE-2022-2785, CVE-2024-41003, CVE-2024-43910
Helper: CVE-2021-34866, CVE-2021-4001, CVE-2021-4204, CVE-2024-26885, CVE-2024-36937, CVE-2024-42063, CVE-
2024-49861, CVE-2024-50164
Veriﬁer: branchpruning: CVE-2021-29155, CVE-2021-33624, CVE-2023-2163, CVE-2023-52920, CVE-2024-42072, CVE-
2024-43838
Verifier: context value tracking: CVE-2024-26611, CVE-2024-38566, CVE-2024-42151, CVE-2024-50063
Verifier: crash: CVE-2024-43837, CVE-2024-45020

Table 7. Related work discusses these 32 eBPF vulnerabilities [61, 62, 66, 117].

B eBPF Verification

eBPF verifiers statically verify that eBPF programs are safe by checking that they are self-contained
in their designated memory regions. We give an intuition on how eBPF memory safety is upheld
through careful runtime and verifier co-design. Afterward, we explain how the design of Prevail [39]
ensures effective verification.

eBPF memory safety. The verifier ensures memory safety: eBPF must only access its allocated
memory and not read uninitialized memory to prevent modifying or leaking internal information.
Therefore, eBPF is restricted to its stack and static allocations defined in the programs . data section.
Helper functions that safely store data in eBPF maps are the only way to use heap memory because
eBPF does not offer instructions or calls to allocate heap memory. Helper functions copy input
arguments into their own memory, while the verifier enforces their return values to remain read-only
by the eBPF program.

The only time the verifier allows dereferencing a point to external memory is to access the input
packet buffer. MorphOS’s eBPF functions use a fixed function signature that the verifier understands.
It contains a pointer to the start and end of the packet buffer. The verifier ensures that the eBPF code
sufficiently checks buffer bounds before accessing its memory.

Statically generating proof. Prevail [39] statically analyzes eBPF programs to verify their memory
safety by constructing control-flow graphs to be analyzed using the Crab [41] abstract interpreter.

Prevail knows what proof it needs to generate to verify memory safety because it not only
understands eBPF bytecode but is also aware of the surrounding ecosystem: Prevail knows the
semantic meaning of the context parameters passed as input to the eBPF function, as well as the
available helper functions and their memory access semantics.

The key to verification is to prove that all memory accesses a program may do are valid. Prevail
tags memory values with invariants and data types to differentiate between numerical values and
pointers. Whenever a pointer is modified using numerical values, a proof must be produced that the
numerical value is within a range that does not result in out-of-bounds memory accesses. Prevail
considers the bounds of three types of memory: First, Prevail tracks the state of individual bytes on
the eBPF program’s stack, which is limited to 512 bytes. Second, the eBPF context points to the start
and end of a packet buffer for which prevail only tracks accesses as generic values confined by the
packet bounds. Third, shared regions represent, e.g., eBPF maps that are confined by size and may
change their contents at any time because they can be shared with other programs.
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Using this memory abstraction, Prevail models the stack of all possible call graphs. It tracks
relationships between variables using Zone abstract domains [37]. By tracking all stack cells, Prevail
precisely resolves addresses for bounded memory regions like the stack while abstracting packet
accesses. Prevail avoids path explosion by merging states across loop iterations with widening or
joining operators, optimizing the Zone domain for efficiency.

Prevail’s approach to verification supports eBPF programs that contain loops, packet contexts,
shared maps, and scales to large programs by avoiding path explosion.

C Probabilistic eBPF isolation

The approach described in § 5.5 to isolating eBPF with MPK is limited by the assumption that there
are fewer than 15 packet buffers and eBPF programs so that the MPK isolation works with only 16
PKeys available in hardware.

To cope with this limited number of PKeys, we propose probabilistic isolation with MPK. MorphOS
only statically assigns PKey Kj to the unikernel but accepts permission overlaps by assigning
the remaining K;_15 pseudo-randomly to eBPF programs and packet buffers. With many in-flight
packets, a single key gets inevitably assigned to multiple packet buffer pages as well as K, ppF, causing
permission collisions. Consequently, probabilistic MorphOS hardening does not detect all illegal
memory accesses.

However, the blast radius of an eBPF program evading MPK isolation by chance, e.g., by randomly
guessing the address of a page that shares the K;_;5 key of its input packet buffer with probability r,
is limited to only these pages and only that invocation. Subsequent invocations likely use a different
key for the input buffer and hence require a new guess to find another buffer with the same key,
reducing the chances of a successful exploit that takes i invocations to (% )k,

Limitations of MPK hardening. While MorphOS hardens helper functions for eBPF maps by
allocating its data with K,ppr, other helpers may pass their inputs to kernel functions, making bugs
in unikernel implementations exploitable. In addition, our approach imposes memory overhead as
only one packet buffer can be allocated per page because that is the granularity of MPK permissions.
For example, we find that Click allocates statically sized buffers of 1.5k bytes regardless of packet
size, resulting in a memory overhead of 2.6X. An alternative design can be considered, where packet
buffers are copied between the protected and unprotected pages. For large packets, updating the
PKey and consequently flushing the TLB can be faster than copying [85].
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